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ABSTRACT

In addition to the acquisition of excessive and false positive rates, radiotherapists tend to neglect a considerable number of deformities. The identification of features from images, along with their processing by using a pattern detection algorithm, is required in image processing. This work developed a method on the basis of the adaptive fuzzy c-mean (AFCM) method and adaptive neuro-fuzzy inference system (ANFIS). The developed method considers selective parameters, which present a major challenge in differentiating hemorrhage and calcification. ANFIS can be considered an extension of the artificial neural network family and it exhibits excellent learning skills and estimation competencies. Thus, ANFIS is a highly productive tool that can effectively manage ambiguities in any system. In medical descriptions used by radiologists, the newly recommended AFCM is desirable to offer extensive information for the early determination of a cure via surgery and radiation treatment. Desirable outcomes and useful information are most likely to be provided by fuzzy clustering segmentation methods. Irregular tissues in hemorrhage and calcification can be clearly identified with the aid of AFCM techniques. Generally, the recently recommended AFCM segmentation technique is applied to medical image segmentation. By applying this unsupervised segmentation algorithm, radiotherapists can reduce the effects of noise resulting from low-resolution sensors or/and from the movement of assemblies during data collection. The medical discipline benefits from the proposed system, especially through the identification of hemorrhage and calcification.
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1. INTRODUCTION

The brain is a complex, delicate, and dominant part of the body that controls all bodily functions. Thus, the body is adversely affected by even the slightest brain injury. The skull protects the brain from injuries, but it prevents the brain from being directly observed for research. Hemorrhage exerts adverse impacts on the brain by altering the normal performance and structure of this organ. When abnormal cells and blood vessels in the brain are severed, brain hemorrhage normally occurs, and the functionality of the brain is affected by the presence of blood. In human beings, brain hemorrhage is the main cause of death related to solid tumor cancer [28].

The admission of calcium salts in necrotic tissue, in addition to the increase in calcified materials in local wounds, is described as a pathological calcification in the human body. Computed tomography (CT) systems generally reveal calcified wounds as high-density Hounsfield units containing phosphorus, calcium, potassium, silicon, zinc, and magnesium. Compared with routine magnetic resonance imaging (MRI), CT scanning performs better in spotting intracranial calcification as it functions on the basis of X-ray attenuation coefficients. The appearance of calcification, such as in T2-weighted (T2W) and T1-weighted (T1W) images, could not be positively defined by a common MRI sequence. The chemical process occurs at an extensive range of intensities[1, 2]. Traditional spin echo T1W and T2W images show calcification as low-intensity signals during
gradient echo acquisition; as a result, blood is displayed as a low signal and may thus cause confusion. The relatively low abundance of hydrogen protons in calcification compounds is the result of the low intensity of the calcification. A low signal is discharged by calcification, and thus, a low-intensity signal is observed in an image. An unusual hyper appearance of calcification was reported by Tawil et al.[3] in a T1W image. The paramagnetic metal contents of a calcified material, which shortens the T1[3], are possibly the result of such an appearance. Calcification contents fluctuate, thus justifying the variable appearance of calcification in MRI. Given that Intra Cranial Hemorrhage (ICH) is a life-threatening condition, it must be quickly diagnosed and managed. Medical experts encounter challenges at times given that ICH is a dynamic process that exhibits several imaging attributes at the sub acute, hyper acute, and chronic stages[4]. Accurately spotting calcification and brain hemorrhage is important because an erroneous diagnosis can exert adverse impacts. Moreover, the brain is a highly complex and integrated structure, and its exploration via surgery thus holds key significance[5]. An intricate connection apparently exists among brain cells. Essentially, the inner structure of the brain is not only complex but also delicate. In addition, brain chemistry cannot be examined through general laboratory tests[6][7].

To spot hemorrhage and calcification, doctors rely on varying structural evidence, various clinical frameworks, and diverse academic approaches available in the clinical domain. Establishing rule-based systems[8] often seems a difficult task. In the medical field, brain calcification and hemorrhage can be diagnosed by using MRI or computer-based methodologies. The congregate algorithm fuzzy c-means (FCM) was introduced to the examination of patients and to the diagnosis and classification of abnormalities. A new algorithm, known as the alternative FCM (AFCM), was recently developed by Wu and Yang[9]. Comprehensive data can be acquired from medical images by using AFCM. The present study used AFCM segmentation techniques to distinguish hemorrhage and calcification in medical images of brains. Suitable information and desirable results are obtained through the AFCM segmentation methods.

The segmentation of medical images is a major step in clinical diagnosis. Different tissues can be clearly assessed from medical images through the successful application of clustering segmentation[10]. However, coinciding gray-scale intensities are always observed in most medical images of different tissues. Given the incomplete volume properties resulting from the low resolution of sensors and from the blur and noise during acquisition, suspicions across data obtained from MR images widely exist. Specifically, inherently vague memberships are found in boundaries, and tissues are not clearly delineated. Every point in a dataset is limited to just one cluster in traditional (hard) clustering techniques. Vague fitting labeled through a membership function (MF) is delivered by frizzy sets. Consequently, medical images can be suitably segmented by using fuzzy clustering methods. In the present study, we focus on the use of FCM and AFCM techniques, in addition to the resolution of MRI segmentation ambiguity in ophthalmological scenarios.

2. RELATED WORK

Cocosco et al. proposed an adaptive method to segment brain MR images. A training set can be tailored using the pruning approach. The pathology of brain MRI and anatomical variability can be adjusted in this manner by using a segmentation method. Erroneously labeled samples delivered by previous tissue probability maps can be curtailed using minimum spanning tree. The k nearest neighbor (KNN) classifier[12] is used to group the tissues obtained from a brain MR image[11]. The major downside of this classifier is its inability to accurately classify tumors in the brain. El-Syed et al.[13] recommended the use of a hybrid technique to classify brain images as either normal or abnormal. This technique uses the discrete wavelet transform (DWT) method to extract the[13] features of brain MR images; these image features are subsequently condensed through principal component analysis (PCA). Finally, the features are classified as the final step. Classification basically includes two types of classifiers, namely, KNN and feed forward back propagation neural network. Zhang et al.[13] presented field models for the subdivision of brain MR images using the expectation–maximization algorithm and hidden
Markov random field[14]. Subdividing a brain MR image is a completely mechanical and automated process. Threshold assessment is likely to drive this method, and this assessment is experimental in nature. Therefore, accurate results are obtained most of the time by using this method. The method proposed in[14] is costly. Saha et al.[15] proposed a fuzzy symmetry technique on the basis of the genetic clustering method for brain image segmentation. This technique uses fuzzy variable string length genetic point symmetry[15] for segmentation purposes. For membership role, a point-symmetry-based distance is used instead of Euclidean distance. At this point, the basic goal is to regulate the optimum fuzzy partitioning of an MR image. Data are ideally separated by the maximum value of the FSym-index. A number of clusters can be formed, and a suitable fuzzy clustering of data can be achieved by using a genetic algorithm. In the current work, we suggest the use of fuzzy point balance-based cluster validity index to determine cluster quality. Dissimilar PD, T1, and T2 brain images have been used in certain experiments. This technique provides better output than the expectation-maximization algorithm and FCM. However, this technique does not properly segment brain images at times, and it does not consider spatial information. In addition, data sets containing similar points as a center for various clusters are not suitable for the application of this technique.

Ganesan et al.[16] proposed a fuzzy clustering method to divide brain MR images. In this method, the features of brain MR images are removed by the applying Haar wavelet transform of the images. We can obtain the approximate and detailed coefficients upon applying the Haar wavelet to a target image. In brain MR images, an imprecise coefficient is considered an attribute. Through brain segmentation, the application of these features can be observed. Experts use the clustering algorithm FCM for classification purposes. For each cluster, cluster centers are determined via FCM. The membership values for every data point in each cluster are assigned by the FCM. The cluster centers are iteratively reformed by the FCM to acquire the appropriate center within a dataset. The FCM aims to minimize objective functions. From the cluster center, the distance of any given data point is represented by the objective function. The data membership value point likely weighs the cluster center. Within an image, different objects can be easily classified using the MF matrix. We can also use this matrix to reconstruct images. We can apply the Sobel edge detection technique for output image edge detection. The strength of the clusters can be revealed with the silhouette method. The result of the proposed method was graphically illustrated by Ganesan et al., although they did not quantitatively prove that their results are enhanced. In addition, they did not compare their results with those of other methods to validate their findings[15].

Li et al. developed an FCM algorithm with a membership constraint by integrating spatial information for image segmentation[17]. This proposed algorithm and the traditional FCM algorithm exhibit unique features. By using this new technique, we acquire enhanced MR images and their corresponding spatial data under different noise levels; the same outcome cannot be realized with the authentic FCM algorithm. For tumor extraction, Ahmed et al.[18] proposed the use of brain MR images for segmentation by integrating the Perona–Malik anisotropic diffusion model for image enhancement and the k-means clustering algorithm for grouping tissues. Desirable results are observed in the application of this method to segmentation. FCM clustering[19] has been successfully applied in various fields, such as in geology, astronomy, target recognition, medical imaging, clustering of image segmentation, feature analysis, and classified designs. Moreover, FCM is referred to as an unsupervised system. The quantitative evaluation of the results of any clustering algorithm is known as cluster validity. Wang and Wang[20] developed a modified FCM algorithm by adjusting the membership weight age of each cluster and by integrating the spatial data for brain MR image segmentation. They applied this method to different MR images and achieved valid results from the MR images under different noise types. A semi-automatic segmentation technique was proposed by Dubey et al. [21] for brain tumor observation in MR images. Compared with that in propagation, level set evolution is likely to be used by specialists in segmentation, as reported in[21]. Fuzzy clustering has been
comprehensively applied and studied in various fields[19, 22]. For instance, Zadeh[23] proposed fuzzy sets and realized the idea of integrating MFs in more than two sets described by an MF. FCM clustering algorithm is generally applied to studies involving fuzzy clustering. In recent years, medical images have been segmented using the FCM method. Moreover, brain MRI is mostly observed using FCM segmentation techniques [24–26]. The present work focuses on the segmentation of calcification and hemorrhage in brain images.

3. MATERIALS AND METHODS

Our method was tested in 20 calcified, 20 hemorrhagic, and 20 hemorrhagic and calcified cases. The sample images are shown in Fig. 1.

Fig. 1(a): Sample abnormal case showing hemorrhage in the MR image.

Fig. 1(b): Sample abnormal case showing calcification in the CT image.

Fig. 1(c): Sample abnormal case showing hemorrhage and calcification in the CT image.

The main features of micro calcification include shape, contrast, energy, homogeneity, and correlation, which are considered in various techniques to automatically differentiate false positive and true positive measures. In addition, segmentation exerts a considerable effect on the acquisition of the abovementioned features and can ultimately assist in the classification and performance measurement. Our research work thus used segmentation to determine the precise outlines of hemorrhage and calcification and thereby maximize the information used for analysis and provide a basis for further analysis[27].

In the last few decades, the probabilistic neural network (PNN) classifier[28], artificial neural networks (ANNs)[29][30], LVQ+ANN[31], and back propagation network (BPN) classifier[32] have been widely utilized in medical image segmentation[30] and classification. In the segmentation of medical images, fuzzy clustering approaches can consider extensive mutual information related to an original image by using fuzzy membership; thus, these approaches can be used in a wide variety of applications. FCM clustering, which was established in the 1970s and later improved, assigns c membership grades and updates the membership matrix by using $c \times n$ member. Fuzzy memberships are used to update the centers that take a longer time to execute. A tight membership can be designated as pixels to update cluster centers in iterative steps and thus avoid the time and computational complexity in FCM.

1: For the p-dimensional input data, reorganize $u_{ij}$ in the $d_1 \times d_2$ matrix, where $d_1, d_2$ are the input dimensions.

2: Set the new fuzzy membership functions as $u_{ij}$ and the label matrix as $L = \{l_1, l_2, \ldots, l^c\}$, where $l^k$ is the label matrix of the $k^{th}$ cluster in the present iteration.

3: Set all data points that are parallel to the $l^k$ label matrix as $l^k$. 
4. Describe $I^k = I_{i_1}^k, I_{i_2}^k, ..., I_{n_{c_k}}^k$ for the $k^{th}$ cluster, where $n_{c_k}$ denotes the data points in the $k^{th}$ cluster.

5. Modify the center point of the $k^{th}$ cluster using the following equation:

$$v^k = \frac{\sum_{j=1}^{n_{c_k}} f^k_j}{n_{c_k}}$$

The fuzzy cost and membership function is calculated with the following equation.

$$u_{ij} = \frac{1}{\sum_{k=1}^{c} \left( \frac{\|x_j - v_i^k\|^2}{\sum_{j=1}^{n} \|x_j - v_i^k\|^2} \right)^{2/(m-1)}}$$

$$J_m(U^*, V^*) = \sum_{i=1}^{c} \sum_{j=1}^{n} (u_{ij})^m \|x_j - v_i^*\|^2$$

We used the fast and accurate AFCM clustering algorithm to efficiently recognize hemorrhage and calcification.

Figs. 2(a, b, and c) show the intensity graph of the sample case of hemorrhage and calcification.

Fig. 2(a): Intensity graph of hemorrhage in an MRI image.

Fig. 2(b): Intensity graph of a calcification in a CT image.

Fig. 2(c): Intensity graph of hemorrhage and calcification in a CT image.

Fig. 3 shows the color segmentation of calcification and hemorrhage in brain medical images.

Fig. 3(a): Color clustering for hemorrhage
Fig. 3(b): Color clustering for hemorrhage images.

Fig. 4(a): Steps in a simple clustering of a sample hemorrhage case

Fig. 3(b): Color clustering for calcification

Fig. 4(b): Clustering of a calcification case

Fig. 3(d): Color clustering for calcification and hemorrhage images

Fig. 4(c): Clustering of a calcification case

Figs. 4a–illustratethe AFM results on the segmentation of hemorrhage and calcification cases. The succeeding step is aimed at reducing the dimensions of the AFM results. PCA was performed to obtain the following results for dimension reduction.

GLCM was used for feature extraction after obtaining the reduction result for the AFM dimensions. Feature extraction involves calculating the gray-level probabilities of pixels occurring in an obvious spatial association to pixels with a value j. The number of gray levels is used to determine the size of the GLCM in the whole image.

Fig. 3(e): Color clustering for calcification and hemorrhage images

We employed the AFM on four images to show the clustering processing the calcification and hemorrhage cases.
Table 1: GLCM offset values.

<table>
<thead>
<tr>
<th>Offset</th>
<th>Angle</th>
</tr>
</thead>
<tbody>
<tr>
<td>[0, D]</td>
<td>0</td>
</tr>
<tr>
<td>[−D, D]</td>
<td>45</td>
</tr>
<tr>
<td>[−D, 0]</td>
<td>90</td>
</tr>
<tr>
<td>[−D, −D]</td>
<td>135</td>
</tr>
</tbody>
</table>

GLCM can be used to extract various statistics, which provide information on image texture. Tables 2 and 3 show the parameters used for the analysis in this part of our study. The outputs are hemorrhagic, calcified, or both hemorrhagic and calcified.

Table 2: Input and output parameters for hemorrhage and calcification segmentation

<table>
<thead>
<tr>
<th>Inputs/Output</th>
<th>Parameter description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>Contrast (Con)</td>
</tr>
<tr>
<td>2</td>
<td>Correlations (Corr)</td>
</tr>
<tr>
<td>3</td>
<td>Energy (Ene)</td>
</tr>
<tr>
<td>4</td>
<td>Homogeneity (Homo)</td>
</tr>
<tr>
<td>Output</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>Hemorrhage</td>
</tr>
<tr>
<td>2</td>
<td>Calcification</td>
</tr>
<tr>
<td>3</td>
<td>Hemorrhagic and Calcification both</td>
</tr>
</tbody>
</table>

Table 3: Selected features for segmentation

<table>
<thead>
<tr>
<th>Features</th>
<th>Description</th>
<th>Formulas</th>
</tr>
</thead>
<tbody>
<tr>
<td>Contrast</td>
<td>The contrast feature quantifies the intensity of contrast between pixels and neighbors.</td>
<td>[ \sum_{ij}</td>
</tr>
<tr>
<td>Correlation</td>
<td>The correlation feature quantifies the correlation between pixels and neighbors.</td>
<td>[ \frac{\sum_{ij}(i − \mu)(j − \mu)p(i, j)}{\sigma_i \sigma_j} ]</td>
</tr>
<tr>
<td>Energy</td>
<td>The energy feature quantifies the aggregation of the squared elements in GLCM.</td>
<td>[ \sum_{ij} p(i, j)^2 ]</td>
</tr>
<tr>
<td>Homogeneity</td>
<td>The homogeneity feature quantifies the closeness of the distributions of elements from GLCM to GLCM diagonals.</td>
<td>[ \sum_{ij} \frac{p(i, j)}{1 +</td>
</tr>
</tbody>
</table>

The following equation was used to calculate the standard deviation of the offset values mentioned above.

\[ \sigma = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (x_i - \mu)^2} \]

We used the angles 0°, 45°, 90°, and 135° and the distances 1, 2, 3, and 4 to calculate the GLCM. The four offset values were assessed via various analyses and experiments using the stated database.

Table 4 shows the evaluated features of 32 out of the 60 samples based on the selected features.

Table 4: Evaluated features of the sample images.

<table>
<thead>
<tr>
<th>Input</th>
<th>Contrast</th>
<th>Correlation</th>
<th>Energy</th>
<th>Homogeneity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Image-1</td>
<td>10.47450426</td>
<td>0.556619373</td>
<td>0.114072025</td>
<td>0.187044719</td>
</tr>
<tr>
<td>Image-2</td>
<td>14.35417668</td>
<td>0.53538359</td>
<td>0.079166939</td>
<td>0.256324584</td>
</tr>
<tr>
<td>Image-3</td>
<td>11.12700305</td>
<td>0.479833457</td>
<td>0.11208159</td>
<td>0.198812244</td>
</tr>
<tr>
<td>Image-4</td>
<td>15.51959259</td>
<td>0.573584791</td>
<td>0.072812206</td>
<td>0.277135582</td>
</tr>
<tr>
<td>Image-5</td>
<td>11.6031588</td>
<td>0.565707397</td>
<td>0.109658119</td>
<td>0.207199264</td>
</tr>
<tr>
<td>Image-6</td>
<td>14.35412161</td>
<td>0.657738248</td>
<td>0.08843765</td>
<td>0.2563236</td>
</tr>
</tbody>
</table>
3.1. ADAPTIVE NEURO FUZZY INference SYSTEM (ANFIS)

Tissue segmentations classified into appropriate categories on the basis of ANFIS, which enhances the flexibility in training and is easily adaptable to the problem of emotion classification. ANFIS is an inference-based fuzzy system of neural networks that can be used to classify multi-class, nonlinear problems. In our methodology, we classified hemorrhage and calcification on the basis of the selected features with three hidden layers by using ANFIS. These layers contained 13, 9, and 5 neurons. Given the nature of neural networks, a standard method has not yet been developed to define the numbers of hidden layers and neurons. Therefore, the most effective architecture is usually selected. The input layer contains 25 sensory neurons to match the length of the information vectors, whereas the output layer contains three neurons for classification according to seven different classes. The combination of the output neurons generates a three-digit binary sequence, and each sequence mapped to a class. The ANFIS network is trained using back propagation, which is a supervised learning technique that systematically updates the synaptic weights of multi-layer ANFIS networks. ANFIS combines all information on inputs and outputs and modifies all the information with the aid of the back propagation algorithm (Fig. 5). The ANFIS determines the target maximum velocity of the expression on the basis of the input and output training datasets. The FIS is trained and evaluated using a fuzzy logic toolbox in MATLAB.
In our work, we used the first-order Sugeno model with two information inputs and the Sugeno and Takagi fuzzy rule:

\[ \text{if } x \text{ is } A, \text{then } f_1 = p_1 x + t \]

The main layer in the ANFIS network comprises the Mfs and passes all information to the succeeding layer. The information is convincing textural information on hemorrhage and calcification. In this layer, every neuron is standardized with a neuron capacity.

\[ 0 = \mu(x, y, z) \]

Where \( \mu(x, y, z) \) denote the Mfs.

In our work, the bell-shaped Mfs with the least and greatest equivalence of 0 and 1, respectively, were selected.

\[ f(x; a, b, c) = \frac{1}{1 + \left(\frac{x-c}{a}\right)^2 b} \]

The bell-shaped function depends on parameters \( a \), \( b \), and \( c \). The \( b \) parameter is characteristically positive.

In ANFIS, the second layer verifies the weights of each Mf. It recognizes the information values from the first layer, sets the Mfs, and checks the fuzzy variable information. Every neuron in the second layer duplicates the approach, is non-adjustable, and sends an item to the succeeding layer, as presented in the following equation.

\[ w_i = \mu(x)_i \ast \mu(x)_{i+1} \]

Every neuron outputs or indicates the firing strength or weight.

The third layer in the inference system is the rule layer. The nodes map the pre-situation fuzzy rules to calculate the activation levels of each rule and to determine whether the number of layers is equal to the number of fuzzy rules. In this layer, three nodes compute the normalized weights.

The third layer in ANFIS is non-versatile, and every neuron calculates the value of the principal finishing quality to complete the principal
terminating quality, as presented in the following equation:

\[ w_i^* = \frac{w_i}{w_1 + w_2} \]

\( i = 1,2. \)

The output of the third layer is called the normalized weight or normalized terminating strength.

The fourth layer is called the de-fuzzification layer, which produces the output recovered from the third layer, known as the rule layer. Every neuron in this layer is known as a versatile neuron with a neuron capacity.

\[ O_i^4 = w_i^*x_i = w_i^*(p_i^x + q_i^y + r_i) \]

Where the parameters \( \{p_i, q_i, r_i\} \) located in the fourth layer denote the resulting constraints.

The fifth layer is known as the yield layer, which aggregates all the input summation from the fourth layer and alters the fuzzy grouping outputs into a binary. The single neuron in the fifth layer is not versatile, and it combines all information from the fourth layer and produces results.

\[ O_i^5 = \sum_{i} w_i^*x_i = \sum_{i} w_i^* \]

ANFIS is a hybrid algorithm that is used to differentiate the parameters in a given architecture. The algorithm and its variables are run until the final parameter is identified. This process continues up to the fourth layer.

4. RESULTS

The proposed technique was developed using the MATLAB software on a Core i7 with 2.6 GHz processor. Our experiments focused on brain MRI and CT images. Our data base included tumors, hemorrhage, calcification, and edemas of different locations, orientations, sizes, shapes, and types; border-enhancing tumors; and completely enhanced and non-enhanced tumors. The edema classification step presents the images as input to the segmentation phase. The segmentation phase of the proposed system precisely extracts the tumor region from these malignant brain images to a certain extent. Figs. 3 and 4 show the results of the segmentation phase. The effectiveness or correctness of the classifiers for every texture analysis was analyzed on the basis of the error rate. This error rate was depicted by the terms true/false positive and true/false negative.

TP (True Positive): The test result is positive for existing clinical abnormalities

TN (True Negative): The test result is negative for nonexistent clinical abnormalities.

FP (False Positive): The test result is positive for nonexistent clinical abnormalities.

FN (False Negative): The test result is negative for existing clinical abnormalities.

The dataset used in the testing state was provided to the proposed method to locate and classify the hemorrhage and calcification in the brain images. Evaluation metrics (specificity, accuracy, sensitivity, and overlap) were used to evaluate the obtained results. The following formulas were used to determine the values of these metrics in the brain images.

Sensitivity = TP/(TP + FN)

Specificity = TN/(TN + FP)

Accuracy = (TN + TP)/(TN + TP + FN + FP)

As suggested by the above equations, sensitivity can be regarded as the amount of TPs correctly identified with the diagnostic test. It represents the adequacy of the test in detecting diseases. Specificity can be regarded as the amount of TNs correctly identified with the indicative test. It represents the adequacy of the test in identifying normal negative conditions. Accuracy is the amount of both TNs and TPs within a population. The exactness of a particular diagnostic test can be measured with accuracy. Specificity and sensitivity can be used to determine abnormal and normal cases, respectively. Correct accuracy and
classification of the proportion of correct classification to the total number of classification tests. The ANFIS classifier was tested by using some tested data and then evaluated using real data. We generated ANFIS architecture for hemorrhage and calcification detection. The ANFIS network was trained using the four extracted parameters. Fig. 6 shows the ANFIS architecture decision surface for calcification and hemorrhage detection and recognition of the four parameters, namely, contrast, energy, correlation, and homogeneity.

Fig: 6. (a) ANFIS decision surface for hemorrhage and calcification classification

Fig: 6. (b) ANFIS decision surface for hemorrhage and calcification classification

Fig: 6. (c) ANFIS decision surface for hemorrhage and calcification classification

Fig: 6. (d) ANFIS decision surface for hemorrhage and calcification classification

Fig: 6. (e) ANFIS decision surface for hemorrhage and calcification classification

Fig: 6. (f) ANFIS decision surface for hemorrhage and calcification classification

ANFIS is useful in addressing the aforementioned issues despite the nonlinear characteristics of the diagnostic process. ANFIS method used to classify hemorrhage diagnosis by using the results for 60 records. The performance of the proposed approach under different resolutions is better than that of the other methods. It also performs better than the other algorithms when used in segmentation for dissimilar types of medical images, such as lungs, heart, and chest with single and multiple bleeding patterns.
Table 5: Performance classification of training and testing datasets by ANFIS.

<table>
<thead>
<tr>
<th>Evaluation metrics</th>
<th>Proposed Method Training Dataset</th>
<th>Proposed Method Testing Dataset</th>
</tr>
</thead>
<tbody>
<tr>
<td>TN</td>
<td>99</td>
<td>99</td>
</tr>
<tr>
<td>FP</td>
<td>98</td>
<td>99</td>
</tr>
<tr>
<td>TP</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>FN</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>Specificity</td>
<td>99.90</td>
<td>98.99</td>
</tr>
<tr>
<td>Accuracy</td>
<td>98.90</td>
<td>98.60</td>
</tr>
<tr>
<td>Overlap</td>
<td>99.00</td>
<td>99.39</td>
</tr>
</tbody>
</table>

Table 6: ANFIS and other state-of-the-art methods used in performance classification based on evaluation metrics.

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Specificity (%)</th>
<th>Sensitivity (%)</th>
<th>Accuracy (%)</th>
<th>Overlap (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ANN[29]</td>
<td>90.23</td>
<td>91.31</td>
<td>93.41</td>
<td>90.7 8</td>
</tr>
<tr>
<td>KNN[12]</td>
<td>90.34</td>
<td>89.23</td>
<td>92.34</td>
<td>91.7 6</td>
</tr>
<tr>
<td>PNN[28]</td>
<td>92.43</td>
<td>92.76</td>
<td>90.63</td>
<td>89.4 3</td>
</tr>
<tr>
<td>ANN+LVQ[31]</td>
<td>91.56</td>
<td>90.56</td>
<td>91.55</td>
<td>88.6 7</td>
</tr>
<tr>
<td>BPN[32]</td>
<td>88.23</td>
<td>93.45</td>
<td>92.33</td>
<td>92.1 3</td>
</tr>
<tr>
<td>DWT+PCA+ANN[13]</td>
<td>86.47</td>
<td>91.54</td>
<td>87.16</td>
<td>91.4 0</td>
</tr>
<tr>
<td>Proposed</td>
<td>98.99</td>
<td>99.99</td>
<td>98.60</td>
<td>99.3 9</td>
</tr>
</tbody>
</table>

To evaluate our proposed classifier, we compared our method with state-of-the-art classifiers, namely, ANN, KNN, PNN, ANN+LVQ, BPN, and DWT+PCA+ANN. For a supplementary analysis of the obtained results, the hemorrhagic and calcified regions of interest were manually marked by domain experts and served as ground reality. Table explains the specificity, sensitivity, accuracy, and overlapping of the hemorrhagic regions; the calcified regions were classified by means of ANN, KNN, PNN, ANN+LVQ, BPN, and DWT+PCA+ANN. The projected segmentation process was used to verify a dataset of 60 brain images and their dissimilarity with respect to the ground reality of the hemorrhagic and calcified regions of interest.

A quantitative assessment of the evaluation metrics was performed as a supplementary analysis of the results obtained with the proposed method. Table 5 shows that our method can generate desirable classification results with respect to ground truth regions. A dataset comprising 60 brain images was used to calculate these regions. Our method demonstrated the highest accuracy, sensitivity, and specificity. The result of the performance analysis shows the high accuracy of our method in hemorrhage and calcification segmentation. Tables 4, 5, and 6 show the assessment results for the dataset consisting of 60 brain images. Table 6 shows the sensitivity range (99.99−99.99) with an average value of 99.99, sensitivity range(99.90−98.99) with an average value 99.44, accuracy range (98.90−98.60) with an average value of 98.75, and overlapping range(99.00−99.39) with an average value 99.19. The results in Tables 5 and 6 demonstrate that the proposed classification method significantly enhances hemorrhage and calcification detection in terms of evaluation metrics. The accuracy of our classification method is higher than that of the other state-of-the-art techniques.

5. CONCLUSION

A number of studies have been performed to detect hemorrhage. Some studies aimed to detect one or more of the three abnormal structures in brain images, namely, calcification, hemorrhage, or both. Some methods depend on the classification of brain lesions as either benign or malignant. The subjective analysis of brain images is influenced by issues caused by human errors, although it may also be affected by fatigue and other human-related factors. The present study investigated the systematic approach in hemorrhage and calcification segmentation by using the ANFIS strategy. A desirable outcome and useful information are most likely to be produced with fuzzy clustering segmentation methods. Irregular
tissues in hemorrhage and calcification can be effectively identified with the aid of AFM techniques. The recently recommended AFM segmentation techniques are generally applied to medical image segmentation. By applying this unsupervised segmentation algorithm, radiotherapists can reduce the effects of noise resulting from low-resolution sensors or/and from the movement of assemblies during data collection. The most important parameters can be estimated by designing an ANFIS coordination scheme, which is an important criterion in overall diagnostics. Simulations were run in MATLAB, and the results obtained were observed on the corresponding output blocks.
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